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Abstract

The studies of behavioral finance show that the cognitive bias plays an important role in investors’ decision-making process. In this paper, we propose a new robust multi-period model for portfolio optimization that considers investors’ behavioral factors by introducing dynamically updated loss aversion parameters as well as a dynamic value function based on prospect theory. We also develop a novel particle swarm optimization (PSO) algorithm with an aging leader and multi-frequency vibration to solve the portfolio model. Furthermore, a two-stage initialization strategy and an improved stochastic ranking approach are incorporated in the proposed algorithm. The two-stage initialization strategy guarantees that all of initial particles are feasible, and the improved stochastic ranking approach handles the constrained portfolio problem. We illustrate the robust model with real market data and show its effectiveness based on the performance of the proposed PSO algorithm.
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Robust Multi-Period Portfolio Model Based on Prospect Theory and ALMV-PSO Algorithm

1 Introduction

Portfolio optimization as an effective portfolio allocation and risk management tool has attracted a lot attention from both academics and practitioners. Since Markowitz (1952) first formulated the mean-variance model, substantial effort has been devoted to extending the portfolio theory based on the Markowitz’s framework. For example, Abdelaziz et al. (2007) proposed a chance constrained compromise programming model by combining compromise programming and chance constrained programming models, which extends the mean-variance model to a multi-objective portfolio model. Based on a specific affine parametrization of the recourse policy, Calafiore (2008) developed an explicit analytic representation of the multi-period portfolio model. Cui et al. (2013) investigated the optimal nonlinear portfolio models using parametric VaR approximations, and showed that the models can be reformulated as second-order cone programs based on Delta-only, Delta-Gamma-normal and worst-case Delta-Gamma VaR approximations. We refer the interested readers to Markowitz (2014) for a detailed discussion about a half-century of research on mean-variance approximations to the expected utility.

In the framework of the mean-variance model, security returns are regarded as random variables, and expected returns are denoted as investment returns for securities. However, the accurate distributions of security returns are difficult to obtain through historical data. Moreover, the mean-variance model is highly sensitive to expected returns: a small perturbation in expected returns may lead to a large variation in the optimum portfolio allocation (cf. Best and Grauer, 1991; Black and Litterman, 1992). Therefore, it is more reasonable to regard the distributions of security returns as interval random uncertainty sets (cf. Chen et al., 2011; Moon and Yao, 2011; Chen and Kwon, 2012), which reflect investors’ uncertainty about parameters and therefore reduce the sensitivity of portfolio optimization models on expected returns.

We join a substantial list of researchers that examine the robust portfolio model. To remedy the problem of parameter uncertainty, Soyster (1973) first employed the concept of robust optimization to solve an inexact linear programming problem. In the framework of Soyster (1973), the values of parameters are defined as uncertainty sets, and decision-makers make decisions under the worst-case scenario within the sets. Although this approach is too conservative, it provides a novel idea to solve un-
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certain optimization problems. Ben-Tal and Nemirovski (1998, 1999) and El Ghaoui and Lebret (1997) defined an ellipsoidal uncertainty set to address the issue of over conservatism. Using the ellipsoidal uncertainty set, the robust counterpart of the nominal linear optimization problem can be reduced to a conic quadratic problem, which is computationally more tractable. Bertsimas and Sim (2004) developed a new robust approach for uncertain linear optimization problems with the Soyster (1973)’s framework as a special case, which provides flexibility of selecting the degree of conservatism of the solution. With the development of the robust optimization theory, the robust optimization method has been widely used in investment decision-making. Bertsimas and Pachamanova (2008) further extended robust optimization approaches into the multi-period portfolio model in the presence of transaction costs. Moon and Yao (2011) applied the robust optimization approach of Bertsimas and Sim (2004) and constructed a robust mean absolute deviation (RMAD) model. Their study shows that the RMAD model outperforms the nominal mean absolute deviation model. Zhu and Fukushima (2009) investigated the minimization of the worst-case CVaR (WCVaR) model under the mixture distribution uncertainty set, the box uncertainty set and the ellipsoidal uncertainty set, respectively. Furthermore, they proved that the WCVaR model is still a coherent risk measure. Zymler et al. (2013) developed two novel robust optimization models, worst-case polyhedral VaR (WPVaR) model and worst-case quadratic VaR (WQVaR) model, both of which contain derivatives. They demonstrated that WPVaR model and WQVaR model are coherent risk measures over spaces of restricted portfolio returns.

While most of robust portfolios are proposed under the hypothesis that investors are perfectly rational beings, this hypothesis does not always hold in real life. The studies of behavioral finance have found that the axioms of rationality are violated across a range of financial decision-making situations (e.g. Tiwana et al., 2007), and the cognitive biases of investors have great influence on the decision-making processes (e.g. Kahneman and Tversky, 1979; Tversky and Kahneman, 1992). Prospect theory proposed by Kahneman and Tversky (1979) provides both the descriptive theory for individual’s actual decision-making behavior under uncertainty and the theoretical foundation of optimal portfolios that take into account the behavioral factors of investors.

Under the mean-variance framework, portfolio models based on prospect theory have been developed in recent years. Shefrin and Statman (2000) developed a behavioral portfolio theory based on the foundation of SP/A theory (Lopes, 1987) and prospect theory. In behavioral portfolio theory, investors’ behavioral factors are incorporated in the modern portfolio selection process. Das et al. (2010) integrated mean-variance portfolio theory and behavioral portfolio theory into a new mental
accounting framework. Consistent with Das et al. (2010), Baptista (2012) developed a portfolio selection model with mental accounts and background risk. He and Zhou (2011) formulated a single-period portfolio model based on cumulative prospect theory, and introduced the concept of large-loss aversion degree. Their result shows that the large-loss aversion degree is a critical determinant of the well-posedness of the proposed model. More recently, Das and Statman (2013) presented an approach for optimizing behavioral portfolios with options and structured products. Blake et al. (2013) built an asset allocation model which uses the prospect theory value function to reflect investors’ behavioral traits in the defined contribution pension planning. While these studies produce important pieces of information relating to the nature of optimal portfolios subject to a range of psychological factors, they do not make an attempt at robust portfolios.

The purpose of this study is to incorporate the impact of investors’ behavioral factors into the robust multi-period portfolio model. The key differences between our paper and existing literatures are as follows. First, existing robust portfolio models seldom consider investors’ behavioral factors (e.g. Bertsimas and Sim, 2004; Bertsimas and Pachamanova, 2008; Zymler et al., 2013). We formulate a robust multi-period portfolio model featuring the reference dependence, loss aversion and diminishing sensitivity, where the loss aversion parameters are dynamically updated based on prospect theory. Second, for the sake of solving the proposed multi-period nonlinear portfolio model, we introduce a novel particle swarm optimization (PSO) algorithm with an aging leader and multi-frequency vibration (ALMV-PSO). In the ALMV-PSO algorithm, an aging leader and a multi-frequency vibrational mutation operator are employed, which can reduce the probability of being trapped in local optimal. Additionally, we also design a two-stage initialization strategy and an improved stochastic ranking approach for PSO. The two-stage initialization strategy guarantees that all of the initial particles are in a feasible region and with a high level of diversity. The improved stochastic ranking approach balances between the objective function value and the constraint violation function value for the constrained portfolio problem.

The rest of this paper is organized as follows. Section 2 constructs a robust multi-period portfolio model featuring the reference dependence, loss aversion and diminishing sensitivity, where loss aversion parameters are dynamically updated. Section 3 proposes an ALMV-PSO algorithm to solve the proposed robust model. In Section 4, a real market data example is used to illustrate the portfolio model and check the effectiveness of the ALMV-PSO algorithm. Finally, we present conclusions of the paper and directions for further research in Section 5.
2 Robust Multi-period Portfolio Model Based on Prospect Theory

The studies of behavioral portfolio theory show that investors could have numerous cognitive biases (e.g. mental accounting, loss aversion, etc.), which play important roles in decision-making process (cf. Shefrin and Statman, 2000; Barberis and Huang, 2001). While in much of the current literature focuses on the subjects of the behavior portfolio theory (e.g. Fortin and Hlouskova, 2011) and the robust portfolio model (e.g. Bertsimas and Pachamanova, 2008; Zhu and Fukushima, 2009; Zymler et al., 2013), these studies have been in separate fashions, making a simplified assumption that neglects the joint impact of investors’ irrationality and incomplete information of future returns. In this paper, we study the robust multi-period portfolio model with behavioral factors.

2.1 Problem Description

Consider that there are one riskless asset \( a_0 \) and \( n \) risky assets \( \{a_1, \ldots, a_n\} \) in security market for trading. An investor wants to make a multi-period investment strategy, where the investment duration is divided into \( T \) periods. Suppose that the investor holds a portfolio \( X(t) = [x_{0,t}, x_{1,t}, \ldots, x_{n,t}]^\top \) at time \( t \), where \( x_{0,t} \) denotes the wealth of riskless asset \( a_0 \) at time \( t \), and \( x_{i,t} \) denotes the wealth of risky asset \( a_i \) at time \( t, i = 1, \ldots, n, t = 0, \ldots T \).

The investor could dynamically adjust the portfolio at the end of each period based on the realized return and updated information about the security market. Let \( \Delta X(t) = [\Delta x_{0,t}, \Delta x_{1,t}, \ldots, \Delta x_{n,t}]^\top \) be the adjustment of the portfolio at time \( t \), where \( \Delta x_{i,t} > 0 \) means the wealth of asset \( a_i \) is increased at time \( t \), and \( \Delta x_{i,t} < 0 \) means the wealth of asset \( a_i \) is decreased at time \( t, i = 0, 1, \ldots, n, t = 0, \ldots T - 1 \). Thus we obtain the adjusted portfolio \( X^+(t) = [x^+_{0,t}, x^+_{1,t}, \ldots, x^+_{n,t}]^\top \) after the adjustment according to \( \Delta X(t) \) at time \( t \), where \( X^+(t) = X(t) + \Delta X(t), t = 0, \ldots, T - 1 \). Following Calafiore (2008), the multi-period investment procedure is shown in Fig. 1.

Let \( r_{0,t} \) and \( r_{i,t} \) be the return of riskless asset \( a_0 \) and risky asset \( a_i \) at period \( t \) respectively, \( i = 1, \ldots, n, t = 1, \ldots T \). Then the wealth of asset \( a_i \) at time \( t \) is given as

\[
x_{i,t} = (r_{i,t} + 1)x_{i,t-1}, \quad i = 0, 1, \ldots, n, \quad t = 1, \ldots T
\]  

(1)
Using the recursive relationship in the multi-period investment, we can rewrite Eq. (1) as

\[ x_{i,t} = g_i(1, t)x_{i,0} + \sum_{j=1}^{t} g_i(j, t)\Delta x_{i,j-1}, \quad i = 0, 1, \ldots, n, \quad t = 1, \ldots, T \]  

(2)

where \( g_i(j, t) \) denotes the cumulative return of asset \( a_i \) from period \( j \) to period \( t \), \( g_i(j, t) = (r_{i,t} + 1)(r_{i,t-1} + 1) \cdots (r_{i,j} + 1) \), \( g_i(t, t) = r_{i,t} + 1 \).

By Eq. (2), the multi-period portfolio wealth at time \( t \) is given by

\[ W_t = \sum_{i=0}^{n} x_{i,t} = \sum_{i=0}^{n} \sum_{j=1}^{t} g_i(j, t)\xi_{i,j-1}, \quad t = 1, \ldots, T \]  

(3)

where \( \xi_{i,0} = x_{i,0} + \Delta x_{i,0}, \quad \xi_{i,j} = \Delta x_{i,j}, \quad i = 0, 1, \ldots, n, \quad j = 1, \ldots, T - 1. \)

## 2.2 Robust Optimization Approach

If the investor exactly knew the future return of each asset, this would be a classic deterministic multi-period portfolio optimization problem. In practice, since it is difficult to estimate asset returns exactly, the deterministic assumption of the portfolio optimization problem is invalid. Robust optimization has emerged as a leading methodology for addressing the uncertainty in optimization problems.\(^1\) In this paper, we adopt the robust optimization framework of Bertsimas and Sim (2004) that has been widely used in decision-making for uncertain optimization problems (e.g. Chen and Kwon, 2012; Moon and Yao, 2011). To balance the trade-off between the optimality of the solution and its robustness to return perturbation, Bertsimas and Sim (2004)'s robust optimization framework provides flexibility of the degree of conservatism of the solution.\(^2\)

We will assume the cumulative return \( g_i(j, t) \) takes values in the interval \([\bar{g}_i(j, t) - \hat{g}_i(j, t), \bar{g}_i(j, t) + \hat{g}_i(j, t)]\), where \( \bar{g}_i(j, t) \) denotes the nominal value, and \( \hat{g}_i(j, t) \) denotes

---

\(^1\)The multi-period stochastic programming model has also been proposed. At each stage, it applies the policy that is optimal when maximizing the expected value of the risk adjusted returns. The computational results of stochastic programming algorithms have been shown to violate the original constrains with certain probability and to be outperformed by the robust optimization both in terms of efficiency and optimal strategy selection (cf. Ben-Tal and Nemirovski, 1998, 1999; Bertsimas and Pachamanova, 2008). In this paper, we will focus on the robust optimization approach for multi-period portfolio selection.

\(^2\)See Bertsimas and Sim (2004) and Gabrel et al. (2013) for a detailed discussion about different robust optimization methods.
the half-interval width of \( g_i(j, t), i = 0, 1, \ldots, n, j = 1, \ldots, t, t = 1, \ldots, T \). Suppose that the cumulative return of riskless asset is exactly known, while the cumulative return of risky asset is uncertain, i.e. \( \hat{g}_0(j, t) > 0, i = 1, \ldots, n, j = 1, \ldots, t, t = 1, \ldots, T \), which is in line with our practice. Thus, based on Eq. (3), the portfolio wealth \( W_t \) contains \( n \cdot t \) uncertain variables.

The goal of robust optimization is to find a solution which is feasible for all possible data realizations and optimal subject to a certain level of conservatism. Following the notation in Bertsimas and Sim (2004), we define a parameter \( \Gamma_t \in \mathbb{R}^+ \) and a subset \( S_t \) to control the level of conservatism in \( W_t \), where \( \Gamma_t \in [0, |J_t|], S_t \subseteq J_t, |S_t| = |J_t|, \) and \( J_t = \{(i, j)|i = 1, \ldots, n, j = 1, \ldots, t\} \). The rule of deviation for uncertain returns is defined, where one uncertain return’s deviation can change up to \( (\Gamma_t - |J_t|)\hat{g}_i(d, t), (v, d) \in J_t \setminus S_t \), and \( |J_t| \) uncertain returns’ deviations can change up to \( \hat{g}_i(j, t), (i, j) \in S_t \). Intuitively, the robust optimization framework stipulates that only a subset of the uncertain coefficients will change and provides flexibility by adjusting the level of conservatism of the robust solution through the parameter \( \Gamma_t \).

Given \( \Gamma_t, S_t \) and \( (v, d) \), the portfolio wealth \( W_t \) at time \( t, t = 1, \ldots, T \), can be defined as

\[
W_t = \sum_{i=0}^{n} \sum_{j=1}^{t} \hat{g}_i(j, t)\xi_{i,j-1} - \left[ \sum_{(i,j) \in S_t} \hat{g}_i(j, t)|\xi_{i,j-1}| + (\Gamma_t - |J_t|)\hat{g}_v(d, t)|\xi_{v,d-1}| \right] \quad (4)
\]

In order to make the solution to be robust against all scenarios of \( \{S_t \cup \{(v, d)\}|S_t \subseteq J_t, |S_t| = |J_t|, (v, d) \in J_t \setminus S_t\} \), we develop the portfolio wealth that maximizes the derivation, which implies that the uncertain returns in Eq. (4) are equal to the worst case values in the scenarios of \( \{S_t \cup \{(v, d)\}|S_t \subseteq J_t, |S_t| = |J_t|, (v, d) \in J_t \setminus S_t\} \). Following Eq. (4), the robust counterpart of \( W_t \) is given as

\[
W^R_t = \sum_{i=0}^{n} \sum_{j=1}^{t} \hat{g}_i(j, t)\xi_{i,j-1} - \max_{\{S_t \cup \{(v, d)\}|S_t \subseteq J_t, |S_t| = |J_t|, (v, d) \in J_t \setminus S_t\}} \left\{ \sum_{(i,j) \in S_t} \hat{g}_i(j, t)|\xi_{i,j-1}| + (\Gamma_t - |J_t|)\hat{g}_v(d, t)|\xi_{v,d-1}| \right\}
\]

Eq. (5) shows that the conservatism of the solution is controlled by the parameter \( \Gamma_t \). When \( \Gamma_t = 0 \), all uncertain returns are equal to \( \hat{g}_i(j, t), i = 1, \ldots, n \).

3While we focus on symmetric random uncertainty sets to illustrate the methodology in this paper, the approach could be naturally extended to asymmetric random uncertain sets for capturing the downside and upside risk as discussed in Chen et al. (2011).
\( j = 1, \ldots, t, \) then Eq. (??) is equivalent to the nominal problem. When \( \Gamma_t = n \cdot t, \) all uncertain returns realize the highest deviations, then Eq. (??) is equivalent to the worst-case problem.

Bertsimas ans Sim (2004) proved that

\[
\max_{\{ S_t \cup \{(v,d)\} | S_t \subseteq J_t, |S_t| = |\Gamma_t|, (v,d) \in J_t \setminus S_t\}} \left\{ \sum_{(i,j) \in S_t} \hat{g}_i(j,t)|\xi_{i,j-1}| + (\Gamma_t - \lfloor \Gamma_t \rfloor)\hat{g}_v(d,t)|\xi_{v,d-1}| \right\}
\]

is equivalent to

\[
\begin{align*}
\max & \sum_{i=1}^{n} \sum_{j=1}^{t} \hat{g}_i(j,t)|\xi_{i,j-1}|z_{i,j} \\
\text{s.t.} & \sum_{i=1}^{n} \sum_{j=1}^{t} z_{i,j} \leq \Gamma_t, 
0 \leq z_{i,j} \leq 1, i = 1, \ldots, n, j = 1, \ldots, t
\end{align*}
\]

(6)

By model (6), the robust wealth for risky asset \( a_i \) at time \( t \) is \( x_{i,t}^R = \sum_{j=1}^{t} \hat{g}_i(j,t)|\xi_{i,j-1}| \), where \( z_{i,j}^* \) represents the optimal solution in model (6), \( i = 1, \ldots, n, t = 1, \ldots, T \). Thus, the robust formulation of the adjusted wealth for risky asset \( a_i \) at time \( t \) is \( x_{i,t}^{R_1} = x_{i,t}^R + \xi_{i,t} \), \( i = 1, \ldots, n, t = 1, \ldots, T - 1 \).

To control the value of \( \Gamma_t \) intuitively, similar to Bertsimas and Sim (2004), we use the notation of the violated probability. Let \( W_t^{opt} \) and \( \xi_t^* \) denote the optimal value and the optimal solution of \( \max_{\xi_t \in D} W_t^R \), where \( D \) denotes constraints in the portfolio. The violated probability is given as

\[
\text{Prob}\left\{ \sum_{i=0}^{n} \sum_{j=1}^{t} g_i(j,t)\xi_{i,j-1}^* < W_t^{opt} \right\} \leq \epsilon
\]

(7)

where \( \epsilon \) denotes the most violated probability.

Eq. (7) provides a guarantee performance, where the maximum probability of the uncertain wealth \( \sum_{i=0}^{n} \sum_{j=1}^{t} g_i(j,t)\xi_{i,j-1}^* \) less than \( W_t^{opt} \) is \( \epsilon \). The guarantee performance is a central feature in behavioral portfolio model (e.g. Shefrin and Statman, 2000; Das et al., 2010; Baptista, 2012). Bertsimas and Sim (2004) proved that Eq. (7) is equivalent to

\[
\Gamma_t \geq 1 + \phi^{-1}(1 - \epsilon)\sqrt{n \cdot t}
\]

(8)

where \( \phi \) denotes the cumulative distribution of the standard Gaussian random variable.
Using Eq. (8), the investor could determine the value of $\Gamma_t$ by $\varepsilon$. The most violated probability $\varepsilon$ is an intuitive index for the investor, which is similar to the confidence level $\alpha$ in the value at risk (VaR) and the conditional value-at-risk (CVaR) models. The investor could adjust the value of $\varepsilon$ to reflect his/her safety requirement and therefore control the conservation of the solution.

2.3 Dynamic Prospect Theory Value Function

We employ the prospect theory value function to reflect investors’ behavior factors in the multi-period setting. In the framework of prospect theory (Kahneman and Tversky, 1979), the value function has three key characteristics. (1) Reference dependence: people evaluate assets by comparison with a given reference value. (2) Loss aversion: people are more sensitive to losses than to gains. (3) Diminishing sensitivity: people tend to be risk-averse in the domain of gains, while risk-seeking in the domain of losses. The prospect theory value function introduced by Kahneman and Tversky (1979) is expressed by

$$ PV(W) = \begin{cases} 
(W - \hat{y})^\alpha, & W \geq \hat{y} \\
-\lambda(\hat{y} - W)^\beta, & W < \hat{y}
\end{cases} \tag{9} $$

where $PV$ denotes the prospect theory value (PT value) function, $W$ denotes the portfolio wealth; $\lambda$ denotes the loss aversion ratio; $\hat{y}$ denotes the given reference wealth; $\alpha$ and $\beta$ denote the curvature parameters for gains and losses respectively. \footnote{Kahneman and Tversky (1979) experimentally determined the values of $\alpha = \beta = 0.88$, $\lambda = 2.25$, which are considered as appropriate for describing most decision makers’ behavior and used to make optimal decision-makings (cf. Fan et al, 2013; Krohling and de Souza, 2012).}

Barberis and Huang (2001) defined a benchmark wealth which could be considered as an investor’s memory of the earlier portfolio wealth. Following this framework, Fortin and Hlouskova (2011) suggested the benchmark wealth as the portfolio wealth of last period. Furthermore, they proposed the loss aversion parameters that are dynamically updated. If the current portfolio wealth is larger than the benchmark wealth, the investor will feel that the portfolio has performed well, then his/her loss aversion ratio is equal to the pre-defined loss aversion ratio and the given reference wealth is decreased. On the contrary, if the current portfolio wealth is smaller than the benchmark wealth, the investor will experience losses, then his/her loss aversion ratio is increased and the given reference wealth is equal to the pre-defined target wealth. The dynamically updated loss aversion parameters are given by
\[
\lambda_t = \begin{cases} 
\lambda^0, & W_t^R \geq W_{t-1}^R \\
\lambda^0 + \left( \frac{W_{t-1}^R}{W_t^R} - 1 \right), & W_t^R < W_{t-1}^R , \ t = 1, \ldots, T
\end{cases}
\] (10)

and

\[
\hat{y}_t = \begin{cases} 
\frac{W_t^R - W_{t-1}^R}{W_t^R}, & W_t^R \geq W_{t-1}^R, \ t = 1, \ldots, T \\
W_t^0, & W_t^R < W_{t-1}^R
\end{cases}
\] (11)

where \( \lambda_t \) denotes the loss aversion ratio at time \( t \), \( \hat{y}_t \) denotes the given reference wealth at time \( t \), \( W_t^0 \) denotes the pre-defined target wealth at time \( t \), \( \lambda^0 = 2.25 \).

In a multi-period investment problem, an investor usually determines a wealth target over the whole investment duration at the beginning of the investment (cf. Blake et al., 2013). Let \( \bar{r}^0_t \) denote the target return of period \( t \), thus the pre-defined target wealth at time \( t \) can be obtained as

\[
W_t^0 = W_0 \prod_{k=1}^{t} (1 + \bar{r}^0_k), \ t = 1, \ldots, T.
\]

By Eqs. (9)-(11), the dynamic prospect theory value function is defined as

\[
PV(W_t^R) = \begin{cases} 
(W_t^R - \hat{y}_t)^\alpha, & W_t^R \geq \hat{y}_t \\
- \lambda_t(\hat{y}_t - W_t^R)^\beta, & W_t^R < \hat{y}_t
\end{cases}, \ t = 1, \ldots, T
\] (12)

where \( \lambda_t = \begin{cases} 
\lambda^0_t, & W_t^R \geq W_{t-1}^R \\
\lambda^0_t + \left( \frac{W_{t-1}^R}{W_t^R} - 1 \right), & W_t^R < W_{t-1}^R
\end{cases} \) and \( \hat{y}_t = \begin{cases} 
\frac{W_t^R - W_{t-1}^R}{W_t^R} W_t^0, & W_t^R \geq W_{t-1}^R, \\
W_t^0, & W_t^R < W_{t-1}^R
\end{cases} \).

### 2.4 Formulation of the model

Generally speaking, an investor’s investment goal is to manage a portfolio in the manner that maximizes the PT value of the portfolio. More specifically, we quantify the total PT value as a weighted sum of PT value in each period. The objective function is expressed by

\[
\max \sum_{t=1}^{T} \omega_t \times PV(W_t^R)
\] (13)

where \( \omega_t \) is the target weight at period \( t \), \( \omega_t \geq 0, \ t = 1, \ldots, T \).

Let \( c_{i,t} \) denote the linear transaction cost for risky asset \( a_i \) at time \( t \), \( i = 1, \ldots, n, \ t = 0, \ldots, T - 1 \), and the linear transaction cost for riskless asset \( a_0 \) is 0, i.e. \( c_{0,t} = 0 \),
Without loss of generality, suppose that the whole investment process is self-financing, that is, an investor does not invest additional capital or withdraw the old one during the investment duration. Based on the discussion above, an investment constraint is given by

\[ \sum_{i=0}^{n} \Delta x_{i,t} + \sum_{i=1}^{n} c_{i,t} |\Delta x_{i,t}| = 0, \ t = 0, \ldots, T - 1 \]  

(14)

Since the position invested in asset \( i \) at time \( t \) is an uncertain variable, \( i = 0, 1, \ldots, n, \ t = 1, \ldots, T - 1 \), we use the robust counterpart to limit the position in each asset, which is known as the portfolio relative diversity constraints (cf. Calafiore, 2008). The constraints are given as

\[ l_i \leq \frac{x_{i,t}^+ R}{W_t^R} \leq u_i, \ i = 0, 1, \ldots, n, \ t = 0, \ldots, T - 1 \]  

(15)

where \( x_{0,t}^+ = x_{0,t}^+ , x_{i,0}^+ = x_{i,0}^+ , W_0^R = W_0, \ u_i \) and \( l_i \) denote the upper and lower bounds on the position of asset \( a_i \) in the portfolio model, respectively.

Following Eqs. (13) - (15), the robust multi-period portfolio model based on prospect theory is formulated as

\[
\begin{align*}
\text{max} & \quad \sum_{t=1}^{T} \omega_t \times PV(W_t^R) \\
\text{s.t.} & \quad \sum_{i=0}^{n} \Delta x_{i,t} + \sum_{i=1}^{n} c_{i,t} |\Delta x_{i,t}| = 0, \ t = 0, \ldots, T - 1 \\
& \quad l_i \leq \frac{x_{i,t}^+ R}{W_t^R} \leq u_i, \ i = 0, 1, \ldots, n, \ t = 0, \ldots, T - 1
\end{align*}
\]  

(16a, 16b, 16c)

3 ALMV-PSO Algorithm

Notice that model (16) is a complex nonlinear programming problem. As a result, the traditional robust optimization techniques (e.g. Ben-Tal and Nemirovski, 1998, 1999; Bertsimas and Sim, 2004) may fail to obtain the optimal solution. In order to solve the portfolio model effectively, we develop an ALMV-PSO algorithm.

---

5Following Liu (2004) and Bertsimas and Pachamanova (2008), we assume the transaction cost for riskless asset \( a_0 \) is 0.
Particle swarm optimization (PSO) is a population-based stochastic optimization method first proposed by Kennedy and Eberhart (1995) to solve nonlinear optimization problems. PSO has some computational advantages such as high efficiency in searching solutions and simpleness to implement. However, like other population-based algorithms, PSO is easy to be trapped into a local minima. The main reason for this problem is that the PSO algorithm is likely to lose the diversity during the searching process. Recently, Chen et al. (2013) proposed a PSO algorithm with an aging leader and Challengers (ALC-PSO), which introduced an aging leader to increase the diversity. Following observations from the nature that the mutation operator can also increase the diversity of a swarm, Pehlivanoglu (2013) designed a new PSO algorithm called multi-frequency vibrational PSO, which contains the multi-frequency vibrational mutation operator.

The ALMV-PSO algorithm considers both an aging leader and the multi-frequency vibrational mutation operator to enhance the diversity of the swarm in PSO. In particular, to solve the multi-period portfolio problem, we design a two-stage initialization strategy. Furthermore, based on the stochastic ranking approach proposed by Runarsson and Yao (2000), we also design an improved stochastic ranking approach to balance the objective function value and the constraint violation function value in PSO algorithm. Next, we introduce the main operators in ALMV-PSO and the procedure of ALMV-PSO.

3.1 Encoding and Initialization

Let $\Delta x_{i,t}$, the adjustment wealth of risky asset $a_i$ at time $t$, be the decision variable, $i = 1, \ldots, n$, $t = 0, \ldots, T - 1$. By Eq. (16b), the adjustment wealth of riskless asset $a_0$ at time $t$ is expressed by

$$\Delta x_{0,t} = -\left(\sum_{i=1}^{n} \Delta x_{i,t} + \sum_{i=1}^{n} c_{i,t} |\Delta x_{i,t}|\right), \ t = 0, \ldots, T - 1 \quad (17)$$

A solution $[\Delta x_{1,0}, \ldots, \Delta x_{n,0}; \ldots; \Delta x_{1,T-1}, \ldots, \Delta x_{n,T-1}]$ of model (16) is encoded as a particle’s position by a real-valued representation $[p_{1,0}^0, \ldots, p_{n,0}^0; \ldots; p_{1,T-1}^0, \ldots, p_{n,T-1}^0]$. Let $P^k(s) = [p_{1,0}^k(s), \ldots, p_{n,0}^k(s); \ldots; p_{1,T-1}^k(s), \ldots, p_{n,T-1}^k(s)]$ and $V^k(s) = [v_{1,0}^k(s), \ldots, v_{n,0}^k(s); \ldots; v_{1,T-1}^k(s)]$ denote the position and the velocity of particle $s$ at iteration $k$, respectively.

In order to make initial positions of a swarm in a feasible region and with a high level of diversity, we propose a two-stage initialization strategy, including the multi-period initialization stage and the diversification stage.

(1) Multi-period initialization stage
The robust formulation of the adjusted wealth for risky asset $a_i$ at time $t$ is expressed by $x_{i,t}^+ = \sum_{j=1}^{n} \hat{g}_i(j,t)\xi_{i,j-1} - \hat{g}_i(j,t)z_{i,j}^*|\xi_{i,j-1}| + \xi_{i,t},$ where $\xi_{i,0} = x_{i,0} + \Delta x_{i,0},$ $\xi_{i,t} = \Delta x_{i,t},$ $z_{i,t}^*$ represents the optimal solution in model (6), $i = 1, \ldots, n,$ $t = 1, \ldots, T - 1.$ It shows that whether $x_{i,t}^+$ satisfies Eq. (16), it depends on the adjustment wealth of both the current period $\Delta x_{i,t}$ and the prior period $\Delta x_{i,j}, \ j = 0, \ldots, t - 1.$ Thus, to guarantee that all initial positions are in the feasible region of model (16), the current period position $[p^0_{1,t}, \ldots, p^0_{n,t}]$ needs to be initialized based on prior period positions $[p^0_{1,0}, \ldots, p^0_{n,0}; \ldots; p^0_{1,t-1}, \ldots, p^0_{n,t-1}].$ Following the discussion above, the multi-period initialization stage is designed as follows:

**Step 1.** Let $s = 1.$

**Step 2.** Let $t = 0,$ and denote the portfolio at time $t$ as $[x^R_{0,t}, x^R_{1,t}, \ldots, x^R_{n,t}].$

**Step 3.** Randomly generate an initial position $[p^0_{1,t}(s), \ldots, p^0_{n,t}(s)]$ at time $t$ based on portfolio $[x^R_{0,t}, x^R_{1,t}, \ldots, x^R_{n,t}],$ where $[p^0_{1,t}(s), \ldots, p^0_{n,t}(s)]$ satisfies Eq. (16c). Furthermore, calculate the portfolio $[x^R_{0,t+1}, x^R_{1,t+1}, \ldots, x^R_{n,t+1}]$ based on the position $[p^0_{1,0}(s), \ldots, p^0_{n,0}(s); \ldots; p^0_{1,t}(s), \ldots, p^0_{n,t}(s)].$

**Step 4.** Let $t = t + 1.$ If $t \leq T - 1,$ then return to Step 3; otherwise, we obtain the initial position of particle $s$ (denoted by $P^s(0)$), and go to Step 5.

**Step 5.** Let $s = s + 1.$ If $s \leq S_m,$ then return to Step 2, where $S_m$ denotes the number of position generated in the multi-period initialization stage; otherwise, terminate and obtain the $S_m$ initial positions denoted by $Z^0_{S_m} = \{P^0(1), \ldots, P^0(S_m)\}.

(2) Diversification stage

After the multi-period initialization stage, all initial positions are in the feasible region of model (16). It is well known that positions with a high level of diversity would enhance the performance of PSO (cf. Pehlivanoglu, 2013; Chen et al., 2013). In order to enhance the diversity of positions, we choose the $S$ most diversified positions from $Z^0_{S_m},$ where $S$ denotes the swarm size in the ALMV-PSO algorithm. Following the approach of Hassanzadeh et al. (2013), the diversification stage is described as follows:

**Step 1.** Calculate $\pi_{i,t} = \frac{(\bar{p}_{i,t} - \bar{p}_{\text{avg}})^{-1}}{\sum_{t=0}^{T-1} \sum_{s=1}^{n} (\bar{p}_{i,t} - \bar{p}_{\text{avg}})^{-1}},$ where $\bar{p}_{i,t} = \text{max}\{p^0_{i,t}(s) | s = 1, \ldots, S_m\}, \bar{p}_{\text{avg}} = \text{min}\{p^0_{i,t}(s) | s = 1, \ldots, S_m\}.$ Randomly select a position from $Z^0_{S_m},$ and transfer it into the set $Z^0_S,$ which is used to save the most diversified positions that have been selected.

**Step 2.** Find $P^{\text{max}} \in Z^0_{S_m},$ where $P^{\text{max}} = [p^{\text{max}}_{1,0}, \ldots, p^{\text{max}}_{n,0}; \ldots; p^{\text{max}}_{1,T-1}, \ldots, p^{\text{max}}_{n,T-1}],$ so that $P^{\text{max}}$ is the most diversified position from all positions in $Z^0_S,$ that is

\[x^R_{0,t} = x_{0,t}, \ x^R_{i,0} = x_{i,0}, \ t = 0, \ldots, T - 1, \ i = 0, \ldots, n.\]
\[ \left[ \sum_{t=0}^{T-1} \sum_{i=1}^{n} \left( \pi_{i,t} | p_{i,t}^{\text{max}} - p_{i,t}^{d} \right)^2 \right]^{\frac{1}{2}} = \max_{P \in Z_0^s, P^d \in Z_0^d} \left[ \sum_{t=0}^{T-1} \sum_{i=1}^{n} \left( \pi_{i,t} | p_{i,t} - p_{i,t}^{d} \right)^2 \right]^{\frac{1}{2}} \] 

where \( P = [p_{1,0}, \ldots, p_{n,0}; \ldots; p_{1,T-1}, \ldots, p_{n,T-1}] \), \( P^d = [p_{1,0}^d, \ldots, p_{n,0}^d; \ldots; p_{1,T-1}^d, \ldots, p_{n,T-1}^d] \).

**Step 3.** Transfer \( P^{\text{max}} \) to \( Z_0^S \). If \( |Z_0^S| = S \), then terminate and obtain the \( S \) diversified positions denoted by \( Z_0^S = \{ P_0^0(1), \ldots, P_0^0(S) \} \); otherwise, return to Step 2.

The initial positions in \( Z_0^S \) satisfy the constraints in model (16), and have a high level of diversity. We randomly generate the initial velocity of particle \( s \) denoted by \( V_0^0(s) = [v_{1,0}^0(s), 0; \ldots; v_{n,0}^0(s), 0; \ldots; v_{1,T-1}^0(s), 0; \ldots, v_{n,T-1}^0(s)] \), \( s = 1, \ldots, S \), where \(-V_{\text{max}} \leq v_{i,t}^0(s) \leq V_{\text{max}} \), and \( V_{\text{max}} \) denotes the maximum value of the velocity.

### 3.2 Stochastic Ranking

Model (16) is a constrained optimization problem, which needs to handle the constraints in the searching process. The objective function \( f \) and constraint violation function \( \ell \) are given by

\[
f(P^k(s)) = \sum_{t=1}^{T} \omega_t \times PV(W_t^R) \]

\[
\ell(P^k(s)) = \sum_{t=1}^{T} \sum_{i=0}^{n} \max \left\{ U_{i,t}(P^k(s)), 0 \right\} + \sum_{t=1}^{T} \sum_{i=0}^{n} \max \left\{ L_{i,t}(P^k(s)), 0 \right\} \]

where \( U_{i,t}(P) = \frac{x_{i,t}^R}{W_t^R} - u_i \), \( L_{i,t}(P) = l_i - \frac{x_{i,t}^R}{W_t^R}, k = 0, \ldots, K_{\text{max}}, K_{\text{max}} \) is the maximum iteration number.

The penalty function method is the most common method used in constrained optimization problems, and penalties individuals based on their constraint violation function value (cf. Liu et al., 2012; Venkatraman and Yen, 2005). In the penalty function method, however, it is very difficult to find the optimal penalty coefficients for balancing between the objective function value and the constraint violation function value. To overcome this difficulty, Runarsson and Yao (2000) proposed a stochastic ranking approach, which introduces a probability factor \( P_f \) of using only the objective function for comparisons in ranking the infeasible regions of the search space. That is, given any pair of two adjacent individuals, the probability of comparing
them according to the objective function is 1 if both individuals are feasible, otherwise is $P_f$. The pseudo-code of stochastic ranking approach proposed by Runarsson and Yao (2000) is illustrated in Fig. 2.

![Insert Figure 2 Here]

The stochastic ranking approach for Runarsson and Yao (2000) is suitable for $(\mu, \lambda)$-evolutionary algorithm, which ranks the individuals based on current position and selects the best $\mu$ individuals out of $\lambda$ individuals for the next generation. However, ALMV-PSO algorithm needs to rank the particles based on the historical positions and only selects the best individual. Inspired by Runarsson and Yao (2000), we design an improved stochastic ranking approach for PSO algorithm.

In the improved stochastic ranking approach, we introduce two probability factors, which are $P_{inf}$ and $P_{obj}$. The probability factor $P_{inf}$ stands for the probability of choosing the infeasible individuals, while the probability factor $P_{obj}$ stands for the probability of using the objective function for comparing the infeasible individuals. That is, for the infeasible individuals, the probability of comparing them according to the objective function is $P_{obj}$. Next, the algorithm could choose an infeasible individual with the probability $P_{inf}$. The pseudo-code of the improved stochastic ranking approach for updating the personal best solution (denoted by $p_{\text{best}}$) and the global best solution (denoted by $g_{\text{best}}$) are illustrated in Fig. 3 and Fig. 4, respectively.

![Insert Figure 3 & Figure 4 Here]

Different from basic PSO algorithm, there is a leader of swarm (denoted by $\text{Leader}$) in ALMV-PSO. $\text{Leader}$ represents the best solution generated by particles during the leader’s lifetime, while $g_{\text{best}}$ represents the best solution generated by particles during the overall searching process. Therefore, the update procedure for $\text{Leader}$ is similar to the update procedure for $g_{\text{best}}$.

### 3.3 Velocity and Position Update

In the ALC-PSO algorithm (Chen et al., 2013), each particle’s velocity and position are updated through the $p_{\text{best}}$ and the $\text{Leader}$. Following the ALC-PSO, the update rule of velocity and position in the ALMV-PSO are given by

\begin{equation}
\begin{aligned}
v_{i,t}^{k+1}(s) &= wv_{i,t}^k(s) + c_1r_1(p_{\text{best}}_{i,t}^k(s) - p_{i,t}^k(s)) + c_2r_2(\text{Leader}_{i,t}^k - p_{i,t}^k(s)) \\
\end{aligned}
\end{equation}

(21)
\[ p_{i,t}^{k+1}(s) = p_{i,t}^k(s) + v_{i,t}^{k+1}(s) \]  

(22)

where \( w \) is the inertia weight, both \( c_1 \) and \( c_2 \) are the cognitive coefficients, both \( r_1 \) and \( r_2 \) are random numbers uniformly distributed in the interval \([0, 1]\).

### 3.4 Global and Local Mutation

Pehlivanoglu (2013) introduced a multi-frequency vibrational mutation operator, which is used to conduct the global and local mutation in PSO. While the multi-frequency vibrational mutation method (Pehlivanoglu, 2013) increases the diversity of swarm, it is not developed for a multi-period portfolio model, in which case all particles’ positions are likely to be out of the feasible region by using the global mutation. We develop an alternative global mutation, which is expressed by

\[
\begin{aligned}
\delta &= \begin{cases} 
 1, & k = \lambda \times fr_1, \lambda = 1, 2, \ldots \\
 0, & k \neq \lambda \times fr_1, \lambda = 1, 2, \ldots 
\end{cases} \\
p_{i,t}^k(s) &= p_{i,t}^k(s) + V_{max} \times [1 + A_1(0.5 - \text{rand}n)\delta]
\end{aligned}
\]

(23)

where \( A_1 \) is the amplitude factor of global mutation, \( \text{rand}n \) is a random number distributed in accordance with \( N[0, 1] \), and \( fr_1 \) is the frequency of global mutation.

In Eq. (23), each particle moves in the range \([V_{max}(1-0.5A_1), V_{max}(1+0.5A_1)]\), which makes the particle tend to search in the feasible region. The local mutation proposed by Pehlivanoglu (2013) is expressed as

\[
\begin{aligned}
\delta &= \begin{cases} 
 1, & k = \lambda \times fr_1, \lambda = 1, 2, \ldots \\
 0, & k \neq \lambda \times fr_1, \lambda = 1, 2, \ldots 
\end{cases} \\
p_{i,t}^k(q) &= g_{best,i,t}[1 + A_2(0.5 - \text{rand}n)\delta]
\end{aligned}
\]

(24)

where \( q = 1, \ldots, Q, Q \) is the amount of particles executing local mutation, \( A_2 \) is the amplitude factor of local mutation, \( fr_2 \) is the frequency of local mutation.

Pehlivanoglu (2013) shown PSO has better performance to control the local mutation, which may improve the quality of the particle generated by Eq. (24). We generate \( Q \) particles through Eq. (24) and rank the \( Q \) particles by the stochastic ranking approach (Runarsson and Yao, 2000). The \( Q \) particles, which have the best rank in \( Q \) particles, are randomly placed into the new swarm.
3.5 Lifespan Control and New Leader Generation

Based on the leader’s leading power, the ALC-PSO algorithm (Chen et al., 2013) uses an operator of lifespan control to adjust the leader’s lifespan. Let Θ denote the lifespan of the leader, and Θ₀ denote the initial value of Θ. We determine the leader’s leading power by the improved ratio, which is expressed by

\[ Iratio(k) = \frac{f(\text{best feasible}(k)) - f(\text{best feasible}(k - 1))}{|f(\text{best feasible}(k - 1))|} \] (25)

where \( Iratio(k) \) denotes the improved ratio at iteration \( k \), \( \text{best feasible}(k) \) denotes the feasible particle with the best objective function value during \( k \) iterations.

Based on the significance of the leader in terms of its searching performance, scenarios of improvement are categorized into the following four cases. Case 1: the leader has a good leading power (\( Iratio(k) > 10^{-4} \)). Case 2: the leader has a fair leading power (\( 10^{-6} < Iratio(k) \leq 10^{-4} \)). Case 3: the leader has a poor leading power (\( 0 < Iratio(k) \leq 10^{-6} \)). Case 4: the leader has no leading power (\( Iratio(k) = 0 \)). Following the method of Chen et al. (2013), the ALMV-PSO algorithm adjusts the lifespan based on the above four cases, as described in Fig. 5.

Let \( \theta \) be the age of the leader, and the initial age \( \theta = 0 \). When the iteration number increases by 1, the leader’s age also increases by 1. If \( \theta = \Theta \), then the algorithm needs to generate a new leader. Different from Chen et al. (2013), we randomly choose a particle from the current swarm as the new leader. In our approach, the operator of the new leader generation is easy to implement and makes the learning object to be diversified for the ALMV-PSO algorithm.

3.6 Procedure of ALMV-PSO

Summarizing the aforementioned operators, there are six steps in the ALMV-PSO algorithm:

**Step 1.** Determine parameters: \( S_m, S, V_{\text{max}}, K_{\text{max}}, \xi_{\text{max}}, c_1, c_2, w, P_f, P_{inf}, P_{obj}, fr_1, fr_2, A_1, A_2, \Theta_0, Q \) and \( Q_s \). Set iteration number \( k = 0 \), and successive poor iteration number \( \xi = 0 \).\(^7\)

\(^7\)While the improved ratio is less than \( 10^{-6} \), we consider that the current iteration has a poor performance. \( \xi_{\text{max}} \) denotes the maximum number of the successive poor iteration.
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Step 2. Initial $S$ particles’ positions $\{P^0(1), \ldots, P^0(S)\}$, which follow the two-stage initialization strategy. Update the pbest, gbest and Leader by the improved stochastic ranking approach. Set the leader’s age $\theta = 0$, and the lifespan $\Theta = \Theta_0$.

Step 3. If $k = fr_1$, then execute the operator of the global mutation using Eq. (23) and go to Step 5; otherwise, go to Step 4.

Step 4. Update the swarm’s velocities and positions using Eq. (21) and Eq. (22) respectively. When $k = fr_2$, execute the operator of the local mutation using Eq. (24).

Step 5. Update the pbest, gbest and Leader by the improved stochastic ranking approach. Execute the operator of the lifespan control. Set $\theta = \theta + 1$. when $\theta = \Theta$, execute the operator of the new leader generation, set the new leader’s age $\theta = 0$ and the lifespan $\Theta = \Theta_0$.

Step 6. If $Iratio(k) \geq 10^{-6}$, then set $\xi = 0$; otherwise, set $\xi = \xi + 1$. Set $k = k + 1$. If $k \leq K_{max}$ and $\xi \leq \xi_{max}$, then return to Step 3; otherwise, terminate and output best_feasible($k$).\textsuperscript{8}

4 Numerical Illustration

In this section, we illustrate the feasibility of the proposed model in a multi-period problem and check the effectiveness of the ALMV-PSO algorithm using real market data. Assume that an investor wants to construct a four-period investment strategy ($T = 4$), and the length of each period is 1-quarter. The investor initially holds $1,000,000 wealth of the riskless asset.

The data set used in this study consists of 132 quarterly returns of 32 stocks listed in the S&P 100 during the complete period of January 1981 to December 2013, where the 32 stocks are regarded as risky assets. The 3-month U.S. Treasury bill is used as a riskless asset, thus $\bar{r}_{0,t} = 0.0175\%$, $t = 1, 2, 3, 4$\textsuperscript{9} Suppose that the transaction cost of risky asset $c_{i,t}$ is 1%, $i = 1, \ldots, 32$, the target weights $\omega_t = 1$, the investor’s target return at each period $r^0_t$ is 1%, $t = 1, 2, 3, 4$, and the upper bound $u_i$ and the lower bound $l_i$ on the weight of asset $a_i$ are 0.3 and 0 respectively, $i = 0, 1, \ldots, 32$. Stock price data is available from the Center for Research in Securities Prices (CRSP).

The parameter settings for ALMV-PSO are described as follows: $S_m = 300$, $V_{max} = 1,000$, $K_{max} = 10,000$, $\xi_{max} = 1,000$, $c_1 = c_2 = 2$, $w = 0.4$, $P_f = 0.45$, $P_{inj} = 0.45$, $P_{obj} = 0.5$, $fr_1 = 50$, $fr_2 = 20$, $A_1 = A_2 = 0.5$, $\Theta_0 = 50$, $Q = 30$.

\textsuperscript{8}If $\xi > \xi_{max}$, we consider that the algorithm has already converged.

\textsuperscript{9}The annualized return of 3-month U.S. Treasury bill is 0.07% on Dec 31, 2013, thus the quarterly return is 0.0175%.
4.1 Evaluation of Stock Returns

Following the definition in Bertsimas and Sim (2004) and Gregory et al. (2011), we model the uncertain return as a random variable that has an arbitrary symmetric distribution in the interval $[\bar{g}_{i,t} - \sigma_{i,t}, \bar{g}_{i,t} + \sigma_{i,t}]$, where $\bar{g}_{i,t}$ denotes the mean cumulative return of risky asset $a_i$, and $\sigma_{i,t}$ denotes the standard deviation of the cumulative return of risky asset $a_i$, $i = 1, \ldots, 32$, $t = 1, 2, 3, 4$. The sample period is from January 1981 to December 2013.

4.2 Comparison of ISR-PSO and ALMV-PSO

In order to test the effectiveness of the ALMV-PSO algorithm, we proposed an alternative PSO algorithms: Based on the PSO proposed by Kennedy (1997), a PSO with the improved stochastic ranking (ISR-PSO) is developed, which uses the improved stochastic ranking approach to update $p_{best}$ and $g_{best}$.

The ISR-PSO and ALMV-PSO algorithms are employed to solve the model (16) under the value of $\varepsilon$ from 0.05 to 0.25. All algorithms are run 10 times independently, and the average objective value, best objective value, and mean CPU time are calculated. The results are shown in Table 1.

Table 1 presents the average objective value, the best objective value and the mean CPU time of the two algorithms. Although the mean CPU time of ALMV-PSO is more than ISR-PSO, both the average PT value and the best PT value of ALMV-PSO are better than ISR-PSO. This is in agreement with the no-free-lunch theorem proposed by Wolpert and Macready (1997).

By comparing the performance of ISR-PSO and ALMV-PSO, it presents that the aging leader and the multi-frequency vibrational mutation operator can enhance the performance of PSO. Furthermore, following the results in Table 1, it shows that the improved stochastic ranking approach is suitable for addressing the constrained

\[ Q_s = 10. \]
programming problems. Therefore, ALMV-PSO is effective to solve the multi-period portfolio model.

4.3 Performance of Portfolio Model

One of the main goals for the robust optimization approach is to address the problem, where the optimal performance in the portfolio model is sensitive to the estimated parameters. Kim et al. (2014) presented a robustness measure which can be defined by the performance fluctuation from the change in uncertain parameters. The portfolio that are robust will have small performance fluctuations and therefore low levels for the robustness measure.

In order to discuss the relationship between the value of \( \varepsilon \) and the performance of the portfolio model, we employ the ALMV-PSO algorithm to solve the model \((16)\) under the value of \( \varepsilon \) from 0.05 to 0.25. Furthermore, to compare the robust portfolio with the nominal portfolio \((\Gamma_t = 0, \ t = 1, 2, 3, 4)\), we also discuss the performance of the nominal portfolio. The performance of the portfolio is shown in Table 2.

Table 2 shows that an investor should adjust his/her investment based on the parameter \( \varepsilon \), which determines the degree of conservatism for the portfolio model. While the the value of \( \varepsilon \) is decreased, the wealth value will decreased. In fact, when the investor increases the degree of conservatism for the future security market, he/she will decrease the value \( \varepsilon \), thus the wealth value is smaller. It shows that the wealth value of multi-period investment depends on the investor’s judgment for the future security market, which is in line with our practice.

By comparing the robust portfolios with the nominal portfolio, Table 2 shows that the robustness measure of the nominal portfolio is larger than the robust portfolios. It means that the performance of the nominal portfolio is more sensitive to the estimated parameters, which is not suitable for investors in practice. Table 2 also shows that the portfolio with a larger level of conservation will have a lower level of robustness measure, which are consistent with the idea of the robust optimization method.

Therefore, through the robust multi-period portfolio model based on prospect theory, an investor can develop a robust multi-period portfolio strategy that satisfies his/her behavioral characteristics.

\(^{12}\)In the improved stochastic ranking approach, it is not necessary to determine the optimal penalty coefficients in the penalty method. Finding the optimal penalty coefficients is a difficult optimization problem itself (Runarsson and Yao, 2000).
5 Conclusion

This paper discusses a robust multi-period portfolio selection problem, which considers investors’ behavioral characteristics. Firstly, considering the uncertainty of security returns, we employ the robust optimization approach of Bertsimas and Sim (2004) to formulate a robust multi-period portfolio, which introduces a parameter $\varepsilon$ to indirectly adjust the degree of conservatism of the robust solutions. Secondly, a dynamic prospect theory value function is proposed, where the loss aversion parameters are updated dynamically. Furthermore, based on prospect theory, a robust multi-period portfolio that considers investors’ behavioral factors is constructed, which features the reference dependence, loss aversion and diminishing sensitivity. Thirdly, in order to solve the multi-period portfolio model, we develop a ALMV-PSO algorithm. In the ALMV-PSO algorithm, an aging leader and the multi-frequency vibrational mutation operator are employed, which can reduce the probability of being trapped in local optima. In addition, a two-stage initialization strategy and an improved stochastic ranking approach for PSO are proposed. The two-stage initialization strategy guarantees that the initial positions are in the feasible region and with a high level of diversity. The improved stochastic ranking approach balances between the objective function value and the constraint violation function value. Finally, a real market data example is given to illustrate the feasibility of the proposed model and check the effectiveness of the ALMV-PSO algorithm in a multi-period problem. The results show that the ALMV-PSO algorithm is effective to solve the proposed model and the proposed model can develop a multi-period strategy, which satisfies investors’ behavioral characteristics.

The robust multi-period portfolio model proposed in this paper is a single objective model. Extending the proposed model to a multi-objective model is worth a further study. Furthermore, we have not considered the minimum transaction lots, tax and cardinality constraints, which exist in real world. The proposed approach could be naturally extended to construct a robust portfolio considering the above constraints. Finally, Calafiore (2013) introduced a direct data-driven portfolio with guaranteed shortfall probability. The data-driven method is an extension to the robust optimization approach, where the assumption of assets’ distributions is not necessary. Thus, a further study is required.
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APPENDIX

Figure 1: Multi-period investment

Note: The graph shows the multi-period investment procedure. Suppose at time $t$, an investor holds the portfolio $X(t)$, $t = 0, \ldots, T$. The investor could dynamically adjust the portfolio at the end of each period based on the realized return and updated information about the security market. Let $\Delta X(t)$ be the adjustment of portfolio at time $t$, $t = 0, \ldots, T - 1$. After the adjustment at time $t$, we could obtain the adjusted portfolio $X^+(t) = X(t) + \Delta X(t)$, $t = 0, \ldots, T - 1$. 
Figure 2: Pseudocode of stochastic ranking approach

for $s = 1$ to $S$ do
  for $j = 1$ to $S - 1$ do
    $u \leftarrow U(0, 1)$
    if $(\ell(P^k(s)) = \ell(P^k(s + 1)) = 0)$ or $(u < P_f)$ then
      if $(f(P^k(s)) < f(P^k(s + 1)))$ then
        swap($P^k(s), f(P^k(s + 1))$)
      fi
    else
      if $(\ell(P^k(s)) > \ell(P^k(s + 1)))$ then
        swap($P^k(s), f(P^k(s + 1))$)
      fi
    fi
  od
  if no swap done break fi
od

Note: Stochastic ranking approach using a bubble-sort-like procedure where $U(0, 1)$ is a uniform random number generator. When $P_f = 0$ the ranking is an over-penalization and for $P_f = 1$ the ranking is an under-penalization (Runarsson and Yao, 2000).
Figure 3: Pseudocode of the improved stochastic ranking approach for updating pbest

for $s = 1$ to $S$
  if $(\ell(P^k(s)) = 0)$ then
    if $(f(pbest_{feasible}(s)) < f(P^k(s)))$ then
      $pbest_{feasible}(s) \leftarrow P^k(s)$
    fi
  fi
  if $(\ell(P^k(s)) > 0)$ then
    $u \leftarrow U(0,1)$
    if $(u < P_{obj})$ and $(f(pbest_{infeasible}(s)) < f(P^k(s)))$ then
      $pbest_{infeasible}(s) \leftarrow P^k(s)$
    fi
    if $(u > P_{obj})$ and $(\ell(pbest_{infeasible}(s)) > \ell(P^k(s)))$ then
      $pbest_{infeasible}(s) \leftarrow P^k(s)$
    fi
  fi
  $u \leftarrow U(0,1)$
  if $(u < P_{inf})$ then
    $pbest(s) \leftarrow pbest_{infeasible}(s)$
  else
    $pbest(s) \leftarrow pbest_{feasible}(s)$
  fi
od

Note: Inspired by the stochastic ranking approach (Runarsson and Yao, 2000), we design an improved stochastic ranking approach for PSO algorithm. While the individual is infeasible, the probability of comparing it according to the objective function is $P_{obj}$. Next, the algorithm could choose an infeasible individual as the pbest with the probability $P_{inf}$. $pbest_{feasible}(s)$ denotes the personal best of particle $s$ in feasible region. $pbest_{infeasible}(s)$ denotes the personal best of particle $s$ in infeasible region.
Figure 4: Pseudocode of the improved stochastic ranking approach for updating gbest

\[
\begin{align*}
\text{feasible} & \leftarrow \emptyset \\
\text{infeasible} & \leftarrow \emptyset \\
\text{for } s = 1 \text{ to } S \text{ do} \\
& \quad \text{if } (\ell(gbest(s)) = 0) \text{ then} \\
& \quad \quad \text{feasible} \leftarrow \text{feasible} \cup \{s\} \\
& \quad \quad \text{else} \\
& \quad \quad \quad \text{infeasible} \leftarrow \text{infeasible} \cup \{s\} \\
& \quad \text{fi} \\
\text{od} \\
\text{u} & \leftarrow U(0, 1) \\
\text{if } (u < P_{inf}) \text{ then} \\
& \quad \text{u} \leftarrow U(0, 1) \\
& \quad \text{if } (u < P_{obj}) \text{ then} \\
& \quad \quad z \leftarrow \arg\max_{s \in \text{infeasible}} f(pbest(s)) \\
& \quad \quad \text{else} \\
& \quad \quad \quad z \leftarrow \arg\min_{s \in \text{infeasible}} \ell(pbest(s)) \\
& \quad \text{fi} \\
\text{else} \\
& \quad z \leftarrow \arg\max_{s \in \text{feasible}} f(pbest(s)) \\
\text{fi} \\
gbest & \leftarrow pbest(z)
\end{align*}
\]

Note: In order to select a gbest from pbest(s), s = 1, ..., S, we divide the pbest(s), s = 1, ..., S into two parts. The feasible pbest(s) transfers into feasible, while the infeasible pbest(s) transfers into infeasible, s = 1, ..., S. For the infeasible pbest(s), the probability of comparing them according to the objective function is \( P_{obj} \). Next, the algorithm could choose an infeasible individual as the gbest with the probability \( P_{inf} \). \( \emptyset \) denotes an empty set.
Note: Following the method of Chen et al. (2013), we use a lifespan control operator to adjust the leader’s lifespan. While the leader has a good leading power (Case 1), the lifespan $\Theta$ of the leader increased by 3. While the leader has a fair leading power (Case 2), the lifespan $\Theta$ of the leader increased by 2. While the leader has a poor leading power (Case 3), the lifespan $\Theta$ of the leader increased by 1. While the leader has a no leading power (Case 4), the lifespan $\Theta$ of the leader remains unchanged.
Table 1: Performance of ISR-PSO and ALMV-PSO

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>ISR-PSO</th>
<th>ALMV-PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Mean</td>
</tr>
<tr>
<td>0.05</td>
<td>$-21,652.07$</td>
<td>$-21,074.74$</td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>$-20,235.04$</td>
</tr>
<tr>
<td></td>
<td>Time (s)</td>
<td>41.21</td>
</tr>
<tr>
<td>0.10</td>
<td>4,066.92</td>
<td>4,602.86</td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>4,845.05</td>
</tr>
<tr>
<td></td>
<td>Time (s)</td>
<td>39.05</td>
</tr>
<tr>
<td>0.15</td>
<td>25,259.46</td>
<td>25,879.44</td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>26,845.06</td>
</tr>
<tr>
<td></td>
<td>Time (s)</td>
<td>37.61</td>
</tr>
<tr>
<td>0.20</td>
<td>41,193.28</td>
<td>41,450.22</td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>42,145.51</td>
</tr>
<tr>
<td></td>
<td>Time (s)</td>
<td>41.39</td>
</tr>
<tr>
<td>0.25</td>
<td>50,882.60</td>
<td>51,377.71</td>
</tr>
<tr>
<td></td>
<td>Best</td>
<td>52,089.39</td>
</tr>
<tr>
<td></td>
<td>Time (s)</td>
<td>41.97</td>
</tr>
</tbody>
</table>

Note: The table presents the result of the comparison between ISR-PSO and ALMV-PSO. All algorithms are run 10 times independently. The best results among the three algorithms are shown in bold.
Table 2: Portfolio performance under different conservation levels.

<table>
<thead>
<tr>
<th>$\varepsilon$</th>
<th>$W_4^R$</th>
<th>Robustness Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>1,038,895.36</td>
<td>330,497.22</td>
</tr>
<tr>
<td>0.10</td>
<td>1,061,091.18</td>
<td>340,075.05</td>
</tr>
<tr>
<td>0.15</td>
<td>1,076,304.37</td>
<td>346,200.28</td>
</tr>
<tr>
<td>0.20</td>
<td>1,093,008.50</td>
<td>353,797.19</td>
</tr>
<tr>
<td>0.25</td>
<td>1,103,598.41</td>
<td>369,030.40</td>
</tr>
<tr>
<td>Nominal Portfolio</td>
<td>1,207,109.80</td>
<td>642,470.42</td>
</tr>
</tbody>
</table>

Note: We run the ALMV-PSO algorithm 10 times and select the best value to stand for the portfolio performance. Interested readers can refer to Kim et al. (2014) for a detail discussion about the robustness measure.